The effects of sampling on delimiting species from multi-locus sequence data
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A B S T R A C T

As a fundamental unit in biology, species are used in a wide variety of studies, and their delimitation impacts every subfield of the life sciences. Thus, it is of utmost importance that species are delimited in an accurate and biologically meaningful way. However, due to morphologically similar, cryptic species, and processes such as incomplete lineage sorting, this is far from a trivial task. Here, we examine the accuracy and sensitivity to sampling strategy of three recently developed methods that aim to delimit species from multi-locus DNA sequence data without a priori assignments of samples to putative species. Specifically, we simulate data at two species tree depths and a variety of sampling strategies ranging from five alleles per species and five loci to 20 alleles per species and 100 loci to test (1) Structurama, (2) Gaussian clustering, and (3) nonparametric delimitation. We find that Structurama accurately delimits even relatively recently diverged (greater than 1.5 N generations) species when sampling 10 or more loci. We also find that Gaussian clustering delimits more deeply divergent species (greater than 2.5 N generations) relatively well, but is not sufficiently sensitive to delimit more recently diverged species. Finally, we find that nonparametric delimitation performs well with 25 or more loci if gene trees are known without error, but performs poorly with estimated gene genealogies, frequently over-splitting species and mis-assigning samples. We thus suggest that Structurama represents a powerful tool for use in species delimitation. It should be noted, however, that intraspecific population structure may be delimiting using this or any of the methods tested herein. We argue that other methods, such as other species delimitation methods requiring a priori putative species assignments (e.g. SpeDeSTEM, Bayesian species delimitation), and other types of data (e.g. morphological, ecological, behavioral) be incorporated in conjunction with these methods in studies attempting to delimit species.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

Species are a fundamental unit in biology important to every subfield in biology, and the inaccurate delimitation of species can compromise the integrity, relevance, and conclusions of research (Bickford et al., 2007; Bortolus, 2008; Coyne and Orr, 2004; de Queiroz, 2007). Despite the importance of species and of delimiting species in a biologically meaningful manner, species concepts remain a controversial topic subject to extensive debate (Coyne and Orr, 2004; de Queiroz, 2007). A variety of criteria, including reproductive isolation (biological species concept; Mayr, 1942, 1995), reciprocal monophyly (genealogical species concept; Baum and Donoghue, 1995; Baum and Shaw, 1995), and diagnostic characters (phylogenetic species concept; Cracraft, 1989), among others, have been proposed for delimiting species; however, it is unlikely for many of these criteria to evolve instantaneously with speciation and the order in which they evolve is likely to vary among systems (de Queiroz, 2007). Arguably the most inclusive species concept is the unified species concept, which defines species as independently evolving metapopulation lineages, and argues that many species concepts represent criteria that evolve as lineages diverge and that may be used to help delimit species, rather than definitions of species (de Queiroz, 2007). Regardless of the specific species concept used, errors in species delimitation may come in three forms: over-splitting (i.e. a single species is treated as multiple species), over-lumping (i.e. multiple species are treated as a single species), or incorrect assignment of individuals or populations (i.e. samples of one species is treated as a member of a different, though valid, species). Over-splitting of species inflates measures of biodiversity, potentially biasing harvest or conservation strategies (Bickford et al., 2007). Over-splitting can also result in underestimates of intraspecific variation and viability, and overestimates of interspecific gene flow (Funk and Omland, 2003). Over-lumping of species can cause the opposite problems, and potentially the failure to recognize and protect species of conservation concern (Bickford et al., 2007). Depending on the sampling strategy and questions investigated, all of these problems may also arise as a result of the incorrect assignment of populations to species. With increased use of molecular markers and...
increased sophistication of analyses for molecular data, it is becoming apparent that many traditionally recognized species, particularly those with broad geographic distributions, are actually complexes of multiple species with little or no gene flow among them, often recently diverged and morphologically conservative (Bickford et al., 2007). Thus, of the three delimitation errors, recent research suggests that over-lumping is of major concern to biodiversity research (Bickford et al., 2007).

Further, recently developed species tree inference methods (e.g., ‘BEAST, Heled and Drummond, 2010; BEST, Liu, 2008; minimize deep coalescences, Maddison, 1997; STEM Kubatko et al., 2009) attempt to identify the underlying species-level phylogeny while accounting for heterogeneity among gene genealogies due to incomplete lineage sorting (Edwards et al., 2007). However, these methods assume accurate delimitations of species a priori, and errors in these assignments are likely to result in unreliable species tree estimates, particularly if mis-assigned or over-lumped samples involve non-sister species.

Several methods that attempt to delimit species from molecular data rely on fixed divergence thresholds (Hebert et al., 2004; Lefebure et al., 2006) or reciprocal monophyly (Sites and Marshall, 2004). Many such methods, such as generalized mixed Yule coalescent model (Monaghan et al., 2009; Pons et al., 2006) and statistical parsimony networks (Clement et al., 2000; Templeton, 1992), also use only single markers. Selection of a threshold of divergence for species delimitation is highly subjective, and a single threshold is unlikely to be appropriate for all systems (Knowles and Carstens, 2007; Moritz and Cicero, 2004). Additionally, while reciprocal monophyly may be useful for identifying species with older divergences, it may take a substantial amount of time for lineages to sort to reciprocal monophyly, particularly at multiple loci and in species with large effective population sizes (Degnan and Rosenberg, 2006, 2009). Thus, reciprocal monophyly is highly conservative and likely to fail to identify recently diverged species (Hudson and Coyne, 2002; Hudson and Turelli, 2003; Knowles and Carstens, 2007). Further, processes such as incomplete lineage sorting can result in a single marker not accurately representing the species phylogeny and species boundaries, particularly for recently diverged species, and in rapid radiations where the interval between speciation events is short (Degnan and Rosenberg, 2006, 2009). Therefore, a more accurate method of delimiting species from molecular data would incorporate multiple loci and account for the stochasticity of the coalescent process.

While some powerful methods are available that delimit species from multi-locus data under a coalescent framework (e.g., SpedeSTEM, Ence and Carstens, 2011; Bayesian species delimitation, Yang and Rannala, 2010), these and other methods require a priori assignment of samples to putative species. These species validation methods are not be appropriate in all situations; even in well-studied systems, processes such as convergent evolution or morphological conservatism may make it impossible to accurately and objectively assign all populations to putative species (e.g. Pantherophis obsoletus complex, Burbink et al., 2000; Sceloporus undulatus complex, Leaché, 2009; Leaché and Reeder, 2002; Carlia fusca group, Austin et al., 2011). In such situations, errors in assignment would likely result in errors in species delimitation, potentially resulting in misleading inferences.

Several methods are available for delimiting species from multi-locus molecular data without a priori putative species assignments. Of particular promise are Structurama (Huelsenbeck and Andolfatto, 2007; Huelsenbeck et al., 2011), Gaussian clustering (Hausdorf and Hennig, 2010), and nonparametric delimitation (O’Meara, 2010). One additional method for delimiting species from multi-locus molecular data without a priori assignments is fields for recombination (FFR), which attempts to delimit species from non-overlapping sets of heterozygous individuals (Doyle, 1995; Sites and Marshall, 2003). However, this method performed extremely poorly in a previous test, correctly assigning less than 27% of individuals (Hausdorf and Hennig, 2010). We thus exclude FFR from our analyses.

Structurama was developed for the purpose of detecting intra-specific population structure from genetic data (Huelsenbeck and Andolfatto, 2007; Huelsenbeck et al., 2011) by combining the Bayesian clustering algorithm implemented in Structure (Falush et al., 2003; Pritchard et al., 2000) with a Dirichlet process prior that allows the number of populations to be treated as a random variable (Huelsenbeck and Andolfatto, 2007; Huelsenbeck et al., 2011). The algorithm thus aims to estimate both the number of populations and the composition of these populations by minimizing linkage disequilibrium and maximizing Hardy–Weinberg equilibrium (Falush et al., 2003; Huelsenbeck and Andolfatto, 2007; Huelsenbeck et al., 2011; Pritchard et al., 2000). The processes driving neutral genetic differentiation among species are similar to those driving neutral differentiation among intraspecific populations (i.e. genetic drift coupled with restricted gene flow); thus Structurama may also be useful for species delimitation. Indeed, the method has previously been shown to be informative for this application (Hausdorf and Hennig, 2010; Leaché and Fujita, 2010; Pinzón and Lajeunesse, 2011; Salicini et al., 2011). While both Structure and Structurama utilize the same algorithm, Structure assumes a fixed number of populations (K), whereas Structurama treats the number of populations as a random variable estimated via a Dirichlet process prior. Although metrics have been proposed to estimate the most appropriate K using Structure (Evanno et al., 2005), estimating K remains difficult and may be somewhat ambiguous (Hausdorf and Hennig, 2010), and confidence in the values of K generated by these methods cannot be statistically assessed (Evano et al., 2005; Huelsenbeck et al., 2011; Pritchard et al., 2000). Thus, it seems unlikely that Structure would significantly outperform Structurama, and we here focus on testing Structurama and do not include Structure in this study.

Gaussian clustering was first applied to the problem of species delimitation by Hausdorf and Hennig (2010) for use with dominant and co-dominant allelic data (e.g., AFLPs, microsatellites) by using multidimensional scaling to convert a genetic distance matrix to a series of similarity vectors, from which clusters (i.e., species) are estimated. In the previous implementation of this method for species delimitation, it performed relatively well (Hausdorf and Hennig, 2010), correctly assigning 73–93% of individuals. We include this method in this study to more thoroughly test its accuracy using multilocus DNA sequence data.

Nonparametric delimitation and KC delimitation are two additional approaches that attempt to jointly estimate species assignments and species trees without a priori data on putative species (O’Meara, 2010). Unlike the methods described above, which use either a distance matrix or genetic data directly in a non-genealogical context, both of these methods are topology-based; that is, these methods attempt to delimit species from a set of gene genealogies. Nonparametric delimitation attempts to identify the species tree and the species delimitations that minimize both excess structure within species and the number of deep coalescent events among species. As this method uses gene genealogies as input, errors in species delimitation may result from one of two sources: errors due to gene tree uncertainty, and errors due to the algorithm itself. Therefore, to both test the empirical utility of the method and to tease apart the sources of error, we apply nonparametric delimitation both on estimated gene trees and on simulated coalescent gene trees.

While KC delimitation is a theoretically intriguing method that attempts to identify the species delimitations and species tree that maximize the probability of a set of gene genealogies, the method is extremely computationally intensive, and is thus unfeasible for
use with datasets larger than a few samples or loci (O’Meara, 2010). Further, in previous tests of the method, KC delimitation performed poorly (O’Meara, 2010), possibly due to an inability to efficiently search the parameter space. Thus, we focus instead on nonparametric delimitation and do not further test KC delimitation in this study.

While all the methods discussed above have been applied to the problem of species delimitation, their accuracy and sensitivity to sampling intensity has not been thoroughly examined. We use simulated datasets at a variety of sampling intensities to assess the performance of a variety of species delimitation methods and to investigate their robustness to a range of sampling strategies. Specifically, we focus on testing Structurama (Huslenbeck and Andolfatto, 2007; Hulsenbeck et al., 2011), Gaussian clustering (Hausdorf and Hennig, 2010), and nonparametric delimitation (O’Meara, 2010) due to their fulfillment of two primary criteria: (1) they can be applied to multi-locus data, and (2) they do not require a priori assignments to putative species.

2. Methods

2.1. Data simulations

To represent groups in which lineage sorting is expected to be complete for many loci between the most divergent species, as well as groups in which lineage sorting is expected to be incomplete at many loci among all species, we simulated data for two different levels of divergence or tree depths: 6 N and 12 N generations, where N is the effective population size. The mean time for lineage sorting to complete for a given locus is 4 N ± 2 N generations (Degnan and Rosenberg, 2006, 2009); thus, the shallower trees (6 N) represent the mean time to lineage sorting + one standard deviation, and some lineage sorting would be expected among all species, whereas for the deeper trees, lineage sorting should be complete for the majority of loci across the deeper divergences. For each of the two total tree depths, 100 species trees, each with five species, were simulated under a uniform Yule speciation model in Mesquite v.2.73 (Maddison and Maddison, 2010). Simulated species trees are provided as Supplementary material. For each species tree, 100 gene genealogies were simulated using maximum likelihood as implemented in PAUP* ver. 4.0b10 (Swofford, 2003) and the model of sequence evolution under which the data was simulated (HKY + G). Single locus distance matrices were then combined using standardized distances to create a multi-locus distance matrix in pofad ver. 1.03 (Joly and Bruneau, 2006). This method scales distance matrices for each locus by the largest distance at that locus to prevent highly variable loci from having an excessive impact on the combined distance matrix. Gaussian clustering was then implemented in R v. 2.12.0 using the prabcus (Hausdorf and Hennig, 2010) and mclust (Fraley and Raftery, 2006) packages. Kruskal’s non-metric multidimensional scaling (Kruskal, 1964) was used to convert the multi-locus distance matrix into similarity vectors, with a tuning constant of 4 (as suggested by Hausdorf and Hennig (2010) for identifying clusters containing a minimum of five individuals). Nearest neighbor-based noise detection was used with a tuning constant equal to the smallest integer greater than or equal to the number of samples divided by 40, as suggested by Hausdorf and Hennig (2010). Gaussian clustering was then implemented for all clustering models implemented in mclust; the best-fit model was selected using the Bayesian information criterion. To ensure consistency of the results, a subset of 360 analyses (10 at each sampling intensity and tree depth) were repeated.

2.2. Species delimitation using structurama

Structurama (Huslenbeck and Andolfatto, 2007; Hulsenbeck et al., 2011) assumes loci are unlinked allelic markers and thus requires multi-locus sequence data to be converted to alleles (coded by integers). We used SNAP Map (Aylor et al., 2006; Price and Carbone, 2005) to convert each locus to numbered alleles. The number of populations (K) was set as a random variable to implement the Dirichlet process prior; the prior distribution on the number of populations was set as a gamma distribution with a shape of 1.0 and a scale of 1.0. Markov chains were each run for one million iterations, sampling every 100 iterations; the first 1000 samples (10%) were discarded as burn-in. To ensure consistency of the results, a subset of 360 analyses (10 at each sampling intensity and tree depth) were repeated.

2.3. Species delimitation using Gaussian clustering

Genetic distance matrices for each locus were calculated using maximum likelihood as implemented in PAUP* ver. 4.0b10 (Swofford, 2003) and the model of sequence evolution under which the data was simulated (HKY + G). Single locus distance matrices were then combined using standardized distances to create a multi-locus distance matrix in pofad ver. 1.03 (Joly and Bruneau, 2006). This method scales distance matrices for each locus by the largest distance at that locus to prevent highly variable loci from having an excessive impact on the combined distance matrix. Gaussian clustering was then implemented in R v. 2.12.0 using the prabcus (Hausdorf and Hennig, 2010) and mclust (Fraley and Raftery, 2006) packages. Kruskal’s non-metric multidimensional scaling (Kruskal, 1964) was used to convert the multi-locus distance matrix into similarity vectors, with a tuning constant of 4 (as suggested by Hausdorf and Hennig (2010) for identifying clusters containing a minimum of five individuals). Nearest neighbor-based noise detection was used with a tuning constant equal to the smallest integer greater than or equal to the number of samples divided by 40, as suggested by Hausdorf and Hennig (2010). Gaussian clustering was then implemented for all clustering models implemented in mclust; the best-fit model was selected using the Bayesian information criterion. To ensure consistency of the results, a subset of 360 analyses (10 at each sampling intensity and tree depth) were repeated.

2.4. Species delimitation using nonparametric delimitation

Because nonparametric delimitation (NP) is a topology-based species delimitation method, we first estimated genealogies
for each locus using maximum likelihood in RAxML ver. 7.0.3 (Stamatakis, 2007). The model of sequence evolution was set to GTR + G, as the simpler, HKY + G model under which the data were simulated cannot be implemented in RAxML. Three search replicates were conducted for each locus, and the tree with the highest log likelihood was retained for subsequent analyses.

While nonparametric delimitation based on these estimated gene genealogies would be more comparable to empirical implementations of the method, it would remain unclear if errors in species delimitation based on these estimated genealogies were due to errors in gene genealogy estimation or to poor performance of the nonparametric delimitation method. Thus, to control for errors in species delimitation due to gene tree uncertainty, we also implemented nonparametric delimitation using the true coalescent gene genealogies from which the sequence data were simulated.

Nonparametric delimitation was implemented with both estimated (NP.E) and coalescent (NP.C) gene genealogies in Brownie ver. 2.1.3 (O’Meara, 2010) under default parameters of a structure weight of 0.5, and a $P$ threshold of 1.0. All nonparametric delimitation analyses consisted of five search replicates to ensure the best solution had been found. Although nonparametric delimitation jointly estimates the species tree and species delimitations, we here focus only on the accuracy of the species assignments, as the accuracy of a number of species tree estimation methods have previously been examined elsewhere (Heled and Drummond, 2010; Leaché and Rannala, 2011; Limmen and Farrell, 2008; McCormack et al., 2009).

### 2.5. Statistical tests

We calculated the accuracy of each delimitation method for every sampling strategy by calculating the percent of the samples correctly assigned to species, and averaging these values across all species trees at each sampling intensity for each of the two total species tree depths. Thus in a case with 100 alleles, if two species are lumped into a single species, and no samples are mis-assigned to a different species, the accuracy would be 0.8 (80/100), but the proportion of incorrectly assigned samples would be 0 (0/100). Similarly, in a case with 50 alleles, if two species are lumped into a single species, and two samples from a third species are lumped within this single lumped species, the accuracy would be 0.76 (38/50), but the proportion inaccurate would be 0.04 (2/50). To further examine the specific sources of error in species delimitations, we also calculated the number of over-split species, the number of over-lumped species, and the proportion of incorrectly assigned samples. We considered species as over-split if greater 20% of the alleles (i.e. at least two for tests with five alleles sampled, at least three for tests with 10 alleles sampled, or at least five for tests with 20 alleles sampled) were assigned to each of two distinct species. Similarly, we considered species as over-lumped if greater than 20% of the alleles from two different species were assigned to the same species. We calculated the proportion of incorrectly assigned alleles as the proportion of alleles assigned to a cluster along with only 20% or less of the conspecific alleles.

To test for significant differences among methods on the accuracy of species delimitations, as well as to determine specific impact of sampling intensity of the accuracy of species delimitation, we conducted pairwise $t$-tests in R ver. 2.14.1. $P$-values were adjusted for multiple comparisons via Bonferroni correction, that is, by multiplying the $p$-values by the number of comparisons: two for examining the impact of number of alleles sampled (i.e. increases from 5 to 10 alleles and from 10 to 20 alleles), five for examining the impact of the number of loci sampled (i.e. increases from 5 to 10 loci, 10 to 25 loci, 25 to 50 loci, 50 to 75 loci, and 75 to 100 loci).

### 3. Results

Incomplete lineage sorting was extensive in the simulated datasets, as expected given the depth of the simulated species trees. The shallower, $6N$ species trees had an average gsi of 0.808 ($\pm0.192$ standard deviation, SD). Further, an average 16.4% of simulated loci had gsi less than 1.0 for all five species (as expected given that most simulated divergences were more recent than $6N$ generations, and many were much more recent), and only 1.4% of the simulated loci were monophyletic (i.e. gsi = 1.0) for all five simulated species. Each locus showed complete lineage sorting for an average of 1.6 ($\pm1.1$ SD) species for the shallower species trees. Lineage sorting was much more complete for the deeper, $12N$ species trees, though still prevalent. The average gsi for these trees was 0.877 ($\pm0.162$ SD). Only an average of 4.1% of simulated loci had gsi of less than 1.0 for all five species, and lineage sorting was complete (i.e. gsi = 1.0) for all five species for 5.4% of the simulated loci in the deeper species trees. Lineage sorting had completed for an average of 2.4 ($\pm1.2$ SD) species on the deeper species trees.

The simulated sequence data included an average of 39.9 ($\pm7.8$ SD) segregating sites per locus for the complete datasets (i.e. 100 alleles) for the shallower species trees, but an average of only 8.7 ($\pm4.2$ SD) segregating sites within each simulated species. The total number of unique alleles for the complete datasets averaged 26.7 ($\pm4.5$ SD), whereas within each species, the average number of unique alleles was 6.0 ($\pm1.8$ SD). The simulated sequence data for the deeper species trees averaged 50.6 ($\pm8.6$ SD) segregating sites per locus for the complete datasets, but only 8.7 ($\pm4.2$ SD) average segregating sites per locus within each simulated species. The complete datasets included an average of 27.9 ($\pm4.3$ SD) unique alleles for the deeper species trees, and each species contained, on average, 6.0 ($\pm1.8$ SD) unique alleles.

Structurama and NP.C performed significantly better ($p < 0.001$) than other tested methods under nearly all sampling strategies, and under both tree depths (Fig. 1), though Structurama only moderately outperformed NP.E under the lowest sampling intensity (5 alleles, 5 loci) for the shallower tree ($p = 0.047$). Three exceptions to this are the largest datasets (20 alleles, 100 loci) for the deeper tree (in which NP.C was not significantly better than Gaussian clustering, $p = 0.463$), the smallest datasets for the deeper tree (in which Structurama was not significantly better than NP.E, $p = 0.126$), and datasets including 10 alleles and 100 loci for the deeper tree (in which NP.C was not significantly better than Gaussian clustering, $p = 0.105$). However, in all these cases, these equivalent methods were significantly outperformed by another method (i.e. Structurama or NP.C, $p < 0.001$). With smaller numbers of alleles sampled per locus, NP.C typically outperformed Structurama, whereas with larger numbers of alleles, Structurama typically outperformed NP.C. Similarly, with smaller numbers of alleles, NP.E typically outperformed Gaussian clustering, but with larger numbers of alleles Gaussian clustering outperformed NP.E.

Despite the higher accuracy of NP.C at lower numbers of sampled alleles, Structurama had the lowest percent of incorrectly assigned samples, regardless of sampling strategy (Fig. 2). Further, all methods except Structurama failed in some cases to delimit even the most deeply divergent species (i.e. those that diverged from all other species $6N$ or 12 $N$ generations ago), lumping them with other species at the exclusion of lineages more closely related to the latter species. However, Structurama only failed to delimit these deeply divergent species under the least intense sampling strategies (i.e. five loci for any number of alleles or 10 loci and five alleles). In all sampling strategies with 10 or more loci sequenced, except when five alleles were sequenced for 10 loci, Structurama successfully detected all divergences greater than approximately 2 $N$ generations. With at least 25 loci se-
Fig. 1. Proportion of samples correctly assigned to species by each of the tested methods for the various tested sampling strategies. For all panes, line colors correspond to species delimitation method: solid grey, NP.C; dashed grey, NP.E; solid black, Structurama; dashed black, Gaussian clustering. (A) 6 N total tree depth, 5 alleles per species. (B) 6 N total tree depth, 10 alleles per species. (C) 6 N total tree depth, 20 alleles per species. (D) 12 N total tree depth, 5 alleles per species. (E) 12 N total tree depth, 10 alleles per species. (F) 12 N total tree depth, 20 alleles per species. (G) Legend indicating the method indicated by each line style and color.

Fig. 2. Proportion of samples incorrectly assigned to species by each of the tested methods for the various tested sampling strategies. For all panes, line colors correspond to species delimitation method: solid grey, NP.C; dashed grey, NP.E; solid black, Structurama; dashed black, Gaussian clustering. (A) 6 N total tree depth, 5 alleles per species. (B) 6 N total tree depth, 10 alleles per species. (C) 6 N total tree depth, 20 alleles per species. (D) 12 N total tree depth, 5 alleles per species. (E) 12 N total tree depth, 10 alleles per species. (F) 12 N total tree depth, 20 alleles per species. (G) Legend indicating the method indicated by each line style and color.
quenced, Structurama successfully detected all divergences greater than approximately 1 N.

3.1. Species delimitation using structurama

The effect of number of alleles on the accuracy of species delimitation by Structurama varied depending on the number of loci sampled (Fig. 3, Tables 1 and 2). With small numbers of loci (<25), accuracy generally increases with increasing numbers of alleles. However, when sampling a large number of loci (>50), the accuracy generally decreases with increasing numbers of alleles. When sampling only five alleles, there was generally a greater sensitivity to the number of loci sampled, and accuracy increased significantly for all increases in numbers of loci except from 75 to 100 loci ($p < 0.024$; Fig. 3, Tables 3 and 4). With greater than five alleles sampled, a significant increase in accuracy was detected for the increases from five to 10 loci ($p < 0.001$), and no significant increase in accuracy was detected by increasing the number of loci beyond 25 ($p > 0.514$).

The majority of the errors in species delimitations with Structurama were a result of over-lumping of species (Figs. 2, 4, 5 and 6), typically involving recently diverged (<1.5 N generations) sister species. Over 90% of the species over-lumped by Structurama were sister taxa, and most other cases of over-lumped species involved lumping of closely related, three-species clades. We detected some instances of over-splitting of species and of incorrectly assigned samples with small datasets (five alleles and <25 loci, or 10 alleles and <10 loci); however, when sampling larger datasets, we found almost no instances of incorrectly assigned samples or of over-split species (Figs. 2, 5 and 6).

![Figure 3](image-url)

**Fig. 3.** Significance of change in accuracy of species delimitation with changes in sampling intensity. Red indicates significant decrease in accuracy, green indicates significant decrease in accuracy, yellow indicates no significant change. (A) Impact of increasing number of alleles sampled on 6N total tree depth. (B) Impact of increasing number of alleles sampled on 12N total tree depth. (C) Impact of increasing number of loci sampled on 6N total tree depth. (D) Impact of increasing number of loci on 12N total tree depth. (E) Legend indicating the Bonferroni corrected $p$-value ($p$-value = $p$-value × number of comparisons) indicated by each color.
Table 1
Significance of change in accuracy of species delimitation with increasing numbers of alleles per species for shallower species trees, 6 N total tree depth. T-scores greater than zero indicate an increase in accuracy with increased sampling intensity, t-scores less than zero indicate decreased sampling intensity. P-values are corrected for multiple comparisons via Bonferroni correction (p’-value = p-value x number of comparisons (2). Values significant at the α = 0.05 level after Bonferroni correction are in bold.

<table>
<thead>
<tr>
<th>No. alleles</th>
<th>5 Loci</th>
<th>10 Loci</th>
<th>25 Loci</th>
<th>50 Loci</th>
<th>75 Loci</th>
<th>100 Loci</th>
<th>All #s Loci</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t</td>
<td>p’-Value</td>
<td>t</td>
<td>p’-Value</td>
<td>t</td>
<td>p’-Value</td>
<td>t</td>
</tr>
<tr>
<td>Gaussian clustering</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 → 10</td>
<td>4.013</td>
<td>0.001</td>
<td>2.041</td>
<td>0.219</td>
<td>0.100</td>
<td>1.000</td>
<td>0.089</td>
</tr>
<tr>
<td>10 → 20</td>
<td>2.314</td>
<td>0.114</td>
<td>0.776</td>
<td>1.000</td>
<td>-1.258</td>
<td>1.000</td>
<td>-2.625</td>
</tr>
<tr>
<td>Structurama</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 → 10</td>
<td>4.813</td>
<td>&lt;0.001</td>
<td>2.352</td>
<td>0.077</td>
<td>2.411</td>
<td>0.089</td>
<td>-0.907</td>
</tr>
<tr>
<td>10 → 20</td>
<td>1.920</td>
<td>0.289</td>
<td>2.468</td>
<td>0.077</td>
<td>2.411</td>
<td>0.089</td>
<td>-2.805</td>
</tr>
<tr>
<td>NP.C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 → 10</td>
<td>-0.895</td>
<td>1.000</td>
<td>-0.379</td>
<td>1.000</td>
<td>-1.946</td>
<td>0.273</td>
<td>-3.398</td>
</tr>
<tr>
<td>10 → 20</td>
<td>-1.631</td>
<td>0.531</td>
<td>-3.553</td>
<td>0.003</td>
<td>-3.971</td>
<td>0.001</td>
<td>-4.004</td>
</tr>
<tr>
<td>NP.E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 → 10</td>
<td>-2.818</td>
<td>0.029</td>
<td>-4.930</td>
<td>&lt;0.001</td>
<td>-8.370</td>
<td>&lt;0.001</td>
<td>-13.450</td>
</tr>
<tr>
<td>10 → 20</td>
<td>-7.593</td>
<td>&lt;0.001</td>
<td>-11.115</td>
<td>&lt;0.001</td>
<td>-13.826</td>
<td>&lt;0.001</td>
<td>-17.020</td>
</tr>
</tbody>
</table>

Table 2
Significance of change in accuracy of species delimitation with increasing numbers of alleles per species for deeper species trees, 12 N total tree depth. T-scores greater than zero indicate an increase in accuracy with increased sampling intensity, t-scores less than zero indicate decreased sampling intensity. P-values are corrected for multiple comparisons via Bonferroni correction (p’-value = p-value x number of comparisons (2). Values significant at the α = 0.05 level after Bonferroni correction are in bold.

<table>
<thead>
<tr>
<th>No. alleles</th>
<th>5 Loci</th>
<th>10 Loci</th>
<th>25 Loci</th>
<th>50 Loci</th>
<th>75 Loci</th>
<th>100 Loci</th>
<th>All #s Loci</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t</td>
<td>p’-Value</td>
<td>t</td>
<td>p’-Value</td>
<td>t</td>
<td>p’-Value</td>
<td>t</td>
</tr>
<tr>
<td>Gaussian clustering</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 → 10</td>
<td>-0.817</td>
<td>1.000</td>
<td>-0.471</td>
<td>1.000</td>
<td>1.656</td>
<td>0.505</td>
<td>1.423</td>
</tr>
<tr>
<td>10 → 20</td>
<td>-1.641</td>
<td>0.519</td>
<td>-2.247</td>
<td>0.134</td>
<td>-2.442</td>
<td>0.082</td>
<td>-1.460</td>
</tr>
<tr>
<td>Structurama</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 → 10</td>
<td>3.606</td>
<td>0.002</td>
<td>1.926</td>
<td>0.285</td>
<td>1.830</td>
<td>0.351</td>
<td>-1.817</td>
</tr>
<tr>
<td>10 → 20</td>
<td>3.543</td>
<td>0.003</td>
<td>3.282</td>
<td>0.007</td>
<td>-0.445</td>
<td>1.000</td>
<td>-1.136</td>
</tr>
<tr>
<td>NP.C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 → 10</td>
<td>2.481</td>
<td>0.074</td>
<td>0.391</td>
<td>1.000</td>
<td>-4.927</td>
<td>&lt;0.001</td>
<td>-6.271</td>
</tr>
<tr>
<td>10 → 20</td>
<td>3.418</td>
<td>0.005</td>
<td>-1.662</td>
<td>0.498</td>
<td>-1.397</td>
<td>0.828</td>
<td>-1.397</td>
</tr>
<tr>
<td>NP.E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 → 10</td>
<td>-0.528</td>
<td>1.000</td>
<td>-4.987</td>
<td>&lt;0.001</td>
<td>-12.395</td>
<td>&lt;0.001</td>
<td>-16.801</td>
</tr>
<tr>
<td>10 → 20</td>
<td>-11.807</td>
<td>&lt;0.001</td>
<td>-14.434</td>
<td>&lt;0.001</td>
<td>-13.808</td>
<td>&lt;0.001</td>
<td>-18.857</td>
</tr>
</tbody>
</table>
3.2. Species delimitation using nonparametric delimitation

In the case of nonparametric delimitation using the true coalescent gene genealogies, the effect of increasing the number of alleles varied depending on the scale of the increase, and, to a lesser extent, the tree depth (Fig. 3, Tables 1 and 2). In the case of the shallower trees, accuracy generally decreased with increasing numbers of alleles, though this effect was not significant for the increase from 5 to 10 alleles when sampling less than fifty loci (p > 0.077), or when sampling only five loci (p > 0.531). For the deeper tree depths, the increase from 5 to 10 alleles increased accuracy when sampling 5 or 10 loci (though non-significantly, p > 0.074), but decreased accuracy when sampling large numbers of loci (>25). The increase from 10 to 20 alleles significantly
decreased accuracy when sampling five loci ($p = 0.005$), but had no significant impact on accuracy when sampling greater numbers of loci ($p > 0.498$).

The effect of number of loci sampled on delimitation via NP.C also varied dependent on the tree depth and the number of alleles sampled (Fig. 3, Tables 3 and 4). For the shallower trees, the number of loci generally had a stronger effect when sampling a small number of alleles: with five alleles sampled, accuracy increased up to fifty loci, whereas with 20 alleles sampled, the number of loci had no significant effect. Results were similar for the deeper trees, though with five alleles sampled, accuracy improved up to 25 loci.

The most frequent source of error in species delimitations with NP.C was over-lumped species (Figs. 2, 5 and 6). As with other delimitation methods, many of these over-lumped species involved recently diverged sister species. However, many cases of species over- lumping with NP.C also involved more deeply divergent, non-sister species (occasionally involving even the deepest divergences in the simulated species trees of 6 N or 12 N generations), often at the exclusion of other, more closely related species. While less prevalent than over-lumping species, over-splitting species and incorrectly assigning samples were also common sources of error in species delimitations based on NP.C, regardless of the sampling strategy (Figs. 2 and 6).

With one exception (the smallest datasets for the deeper trees), the accuracy of nonparametric delimitation based on estimated gene genealogies decreased significantly with increasing number of alleles sampled, regardless of the number of loci sampled or the total tree depths ($p < 0.029$; Fig. 3, Tables 3 and 4). In general, when sampling a small number of alleles, increasing the number of loci increased the accuracy of NP.E, whereas when sampling a large number of alleles, the accuracy generally decreased with increasing numbers of loci (Fig. 3, Tables 3 and 4).

Errors in species delimitations from NP.E varied dependent upon the sampling strategy, but frequently involved over-lumped species, over-split species, and incorrectly assigned samples (Figs. 2, 5 and 6). When sampling only five alleles per species, most of the errors in species delimitations from NP.E resulted from over-lumping of species or incorrectly assigning samples, though over-split species were also frequently detected. With larger datasets (10 or 20 alleles per species), over-lumping of species was still a common source of error; however, over-splitting species and incorrectly assigning samples were increasingly common. The prevalence of these errors of over-splitting species and incorrectly assigning samples increases with larger numbers of loci, to the point that over 20% of the samples were incorrectly assigned with the larger datasets (Fig. 2). Errors in species delimitations from NP.E were also frequently combined, with several samples from each of multiple species lumped into a single species. Further, unlike other methods of species delimitation, over-lumping of species in NP.E analyses frequently involved non-sister species, and often lumped species across the deepest divergences (6 N or 12 N generations) simulated in the species trees, regardless of the sampling strategy.

3.3. Species delimitation using gaussian clustering

The effect of sampling strategy on species delimitation by Gaussian clustering is somewhat more complicated than other examined methods. For the deeper total tree depths, there was generally no significant effect of increasing the number of alleles, though the increase from 10 to 20 alleles tended to decrease accuracy (Fig. 3, Table 2). This decrease was significant when sampling a moderate number of loci (10–25). For the shallower trees, the increase from 5 to 10 alleles tended to increase accuracy (though not significant for all numbers of alleles examined; Fig. 3, Table 1). However, the increase from 10 to 20 alleles tended to increase accuracy of species delimitation when sampling a small number of loci (<25; Fig. 3, Table 1), but decrease accuracy when sampling a larger number of alleles (>25; Fig. 3, Table 1). Increasing the number of loci generally resulted in an increase in the accuracy of delimitations, regardless of the total tree depth or the number of alleles sampled (Fig. 3, Tables 3 and 4). However, these increases were not significant in a number of cases.

As with species delimitation analyses using Structurama, the most prevalent source of error for species delimitation with Gaussian clustering was over-lumping of relatively recently diverged (<2.5 N generations) species. Over 80% of the species over-lumped by Gaussian clustering were sister species, and many other over-lumped species were grouped with one or both other members of a relatively recently diverged, three species clade, though more deeply divergent species, even those over the deepest divergences in the species tree (i.e. 6 N or 12 N generations) were lumped in some, albeit rare, instances. With smaller datasets (<25 loci), over-splitting of species and incorrectly assigning samples was also an important source of error in species delimitations via Gaussian clustering (Figs. 2, 5 and 6). While both over-splitting and incorrect assignments were both detected at all sampling intensities, both these sources of error were rare when sampling larger numbers (25 or more) of loci.

4. Discussion

When sampling 25 or more loci, Structurama always successfully delimited species greater than approximately 1 N generations divergent and typically delimited species greater than 1.5 N generations divergent, regardless of the sampling strategy. When sampling 25 or more loci, at least 90% of the species not properly delimited by Structurama were sister taxa, typically with shallow divergences. Similarly, while Gaussian clustering occasionally failed to delimit even the most divergent species, species greater than 2.5 N generations divergent were typically delimited successfully when sampling 25 or more loci, and at least 80% of those species not detected were sister species with relatively shallow divergences. Thus, the imperfect performance of these methods is largely due to over-lumping of extremely shallow (less than 2 N) divergences between sister species. Lineage sorting is expected to take an average of 4 N ± 2 N generations per locus (Degnan and Rosenberg, 2006, 2009), thus the shallow divergences examined here would be expected to exhibit extensive incomplete lineage sorting for nearly all loci. Indeed, incomplete lineage sorting was abundant in the simulated data: the average gsi for the shallow species trees was 0.808, and only an average of 1.6 species were monophyletic per locus, while the average gsi was only 0.877 for the deeper species trees, and each locus had, on average, 2.4 monophyletic species. Further, with the exception of NP.E, the most frequent source of error in species delimitations was over-lumping of closely related species. The failure of these methods to delimit species with shallow divergences is likely the result of insufficient time for lineage sorting to occur and therefore a lack of detectable differences between species. Thus, delimiting species with extremely shallow divergences should rely on other types of data, such as morphology, ecology, and reproductive isolation, or on identifying specific diagnostic loci responsible for maintaining and driving lineage divergence.

Nonparametric delimitation performs relatively well when the true, coalescent gene genealogies are known. Indeed, when sampling only five alleles, NP.C generally outperforms all other tested methods. However, when using estimated gene genealogies, nonparametric delimitation performs rather poorly, and, when sampling 10 or more alleles, performs significantly worse than any other examined method of species delimitation. The poor
performance of NP.E therefore appears to be a result of errors in gene tree estimation and gene tree uncertainty, rather than poor performance of the nonparametric delimitation method itself. Regardless, nonparametric delimitation’s use in empirical study systems is limited, since all researchers will only have estimated gene trees. True coalescent gene trees can never be known with certainty and are particularly difficult to accurately estimate in recently diverged species, where species delimitation is likely to be most problematic. As such, NP.C is empirically impossible, and the problems caused by uncertainty or errors in gene tree estimation suggest that nonparametric delimitation is an ineffective method for species delimitation. As nonparametric delimitation assumes accurate point estimates of gene trees, relaxing this assumption to accommodate gene tree uncertainty, such as through repeated sampling from a distribution of gene trees rather than using a single fixed topology per locus, may improve the utility of nonparametric delimitation and improve its accuracy when using estimated gene genealogies.

In general, the accuracy of NP.E decreases with increased sampling (Fig. 1), particularly when sampling a large number of alleles, a somewhat unexpected and troubling observation, as with an accurate and powerful method, accuracy should increasing with increasing amounts of data. Further, these decreases in accuracy occur in a complex, non-linear pattern. For example, for the shallower species trees, when sampling 20 alleles per species, the increases from 5 to 10 and from 25 to 50 loci result in significant decreases in accuracy, whereas the increase from 10 to 25 loci, while still resulting in decreased accuracy, is not significant. The cause of this complex pattern is not entirely clear, and may be a result of particularly misleading loci resulting in substantial decreases in accuracy, or, perhaps more likely, it may be the result of stochasticity and noise in the dataset overpowering any signal of species identity. Regardless, the decreasing accuracy of species delimitations from NP.E with increased sampling intensity is apparently due to the accumulation of errors in estimated gene genealogies, resulting in a combination of increased over-splitting of species (Fig. 6), increased over-lumping of species (Fig. 5), and increased numbers of incorrectly assigned samples (Fig. 2). The mean number of species identified by NP.E when sampling 100 loci and 20 alleles is 8.890 ± 0.32 for the shallower trees or 10.410 ± 0.287 for the deeper trees (Fig. 4), far higher than the true number of five species, or the number of species identified by any other method: the largest number of species identified by any other method is 5.940 ± 0.194 for the shallower trees or 6.680 ± 0.183 for the deeper trees (Fig. 4; both from Structurama with very small datasets of five loci and five alleles).

Similarly, when sampling 100 loci and 20 alleles, the average proportion of samples incorrectly assigned by NP.E is 27.3% for the deeper trees or 23.6% with the shallower trees. The only other methods with an average proportion of incorrectly assigned samples higher than 5% error rates are Structurama when sampling five alleles and five loci for the deeper trees (8.9%) or Gaussian clustering when sampling five loci at 5 or 20 alleles for the shallower trees (12.0% and 12.3%, respectively). The only method to, on average, incorrectly assign more than 3.8% of samples when sampling greater than five loci was NP.E, and, on average, Structurama incorrectly assigns less than 1% of samples when sampling 10 or more loci.

Despite performing significantly worse than Structurama and NP.C under most sampling strategies, Gaussian clustering performs moderately well, as most species not delimited properly are sister taxa with relatively shallow divergences. Further, while the proportions of incorrectly assigned samples are generally somewhat higher than Structurama, they are still relatively low, particularly when sampling greater than five loci. Proportions of samples
Fig. 5. Number of species over-lumped by each method for the various tested sampling strategies. For all panes, line colors correspond to species delimitation method: solid grey, NP.C; dashed grey, NP.E; solid black, Structurama; dashed black, Gaussian clustering. (A) 6 N total tree depth, 5 alleles per species. (B) 6 N total tree depth, 10 alleles per species. (C) 6 N total tree depth, 20 alleles per species. (D) 12 N total tree depth, 5 alleles per species. (E) 12 N total tree depth, 10 alleles per species. (F) 12 N total tree depth, 20 alleles per species. (G) Legend indicating the method indicated by each line style and color.

Fig. 6. Number of species over-split by each method for the various tested sampling strategies. For all panes, line colors correspond to species delimitation method: solid grey, NP.C; dashed grey, NP.E; solid black, Structurama; dashed black, Gaussian clustering. (A) 6 N total tree depth, 5 alleles per species. (B) 6 N total tree depth, 10 alleles per species. (C) 6 N total tree depth, 20 alleles per species. (D) 12 N total tree depth, 5 alleles per species. (E) 12 N total tree depth, 10 alleles per species. (F) 12 N total tree depth, 20 alleles per species. (G) Legend indicating the method indicated by each line style and color.
incorrectly assigned by Gaussian clustering are also generally lower than the proportions with NP.C when sampling more than five alleles, or comparable to those with NP.C when sampling only five alleles and 10 or more loci (incorrect assignments are, however, generally rather high with Gaussian clustering when sampling only five loci). Similarly, while the number of over-split species were higher for Gaussian clustering than for Structurama, this number was still low under most sampling strategies, and was far lower than for NP.E. The lower accuracy of Gaussian clustering is thus apparently largely a result of lower sensitivity of the method, as evidenced by the general failure to detect divergences between 1 N and 2.5 N generations divergent, that are generally detected by Structurama, as well as the occasional failure to delimit deeply divergent species at the exclusion of other, more closely related species. However, the relatively complex response of the method to sampling strategy suggests it may be highly sensitive to the amount of information in the loci included. Loci with higher levels of incomplete lineage sorting may cause a strong response in terms of decreased accuracy, whereas those with low levels of incomplete lineage sorting may cause a similarly strong response in increased accuracy.

In conclusion, our study suggests that Structurama may be the most promising method among those tested herein for species delimitation. While NP.C significantly outperforms Structurama when the number of alleles sampled is small, the true coalescent gene trees are never known in empirical studies, thus NP.C is not empirically applicable. Further, Structurama has the lowest rates of incorrectly assigned samples and of over-split species among tested methods, and deeply divergent species were always detected when sampling at least 10 loci, unlike any other method examined. We acknowledge an important caveat, however. The algorithm implemented in Structurama was designed to detect intraspecific population structure by defining clusters in a way that minimizes linkage disequilibrium and maximizes Hardy–Weinberg equilibrium (Falush et al., 2003; Huelsenbeck and Andolfatto, 2005). The simulation strategy implemented herein did not include intraspecific phylogeographic structure, yet it is probable that in some empirical applications, divergent but conspecific populations may be identified as distinct clusters. Thus, clusters defined by some empirical approaches, divergent but conspecific populations may be identified as distinct clusters. However, genetic data alone should not be used for the identification and description of cryptic species. Wherever possible and informative, we recommend combining the genetic species delimitation methods examined herein with other types of data, such as morphology, ecology, sonograms, behavior, and reproductive data, as perhaps the most promising approach to species delimitation in taxonomically difficult complexes.
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